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Abstract. The increasing number of tourists uploaded photos make it
possible to discover attractive locations. Existing travel recommendation
models make use of the geo-related information to infer possible locations
that tourists may be interested in. However, the temporal information,
such as the date and time when the photo was taken, associated with
these photos are not taken into account by most of existing works. We
advocate that this information give us a chance to discover the best visit-
ing time period for each location. In this paper, we exploit a 3-way tensor
to integrate context information for tourists visited locations. Based on
this model, we propose a time-aware recommendation approach for trav-
el destinations. In addition, a tensor factorization-based approach by
maximizing the ranking performance measure is proposed for predicting
the possible temporal-spatial correlations for tourists. The experimen-
tal results on the real tourists uploaded photos at Flickr.com show that
our model outperforms existing approaches in terms of the prediction
precision, ranking performance and diversity.

1 Introduction

With the boom of e-Tourism, there are emerging many online communities bring-
ing convenience to travelers, and e-Business in tourism domain is becoming more
and more flourishing. Meanwhile, tourists, especially with the widely spreading
of the mobile devices, highly prefer to using such web facilities and mobile ap-
plications to enjoy their trips. In addition, travelers are likely to generate many
media content, like photo, video, travelogue, etc., to share experiences in on-
line social network. Thus, the travelers leave many online traces, which provides
us expended opportunities to analyze the history travel data, so that to help
more potential tourists in making decisions, such as acquainting some desired
destinations, booking some suitable travel services, and planning the itinerary.
However, without effective data processing methods, facing so many information,
the decision-making is time-consuming and hard to reach a satisfying result. In
this context, travel recommender system becomes increasingly popular and plays
an important part in current tourism online services.

Existing studies on travel recommendation mainly focus on personalization,
which aim to find the interaction of individual preference and features of at-
tractions. Although the recommended items, such as destinations and tourism



sites, visited by other similar tourists would make a great source of references
for making the final travel decision, while the temporal information of when
tourists should visit is missing. According to our statistics (presented in Sec-
tion 4.1), these factors have a significant impact on the attractions choice of the
tourist. For example, in late autumn, with the growing red of the maple leaves,
the Fragrant Hill becomes one of the most charming places in Beijing. Then the
probability that travelers would appreciate red leaves of the Fragrant Hill in late
autumn should increase. Or in another case, to prove the influence of context
factor, a tourist wants to know which attraction best fits his preference at night,
while the recommender of ignoring the temporal context, may give an unreason-
able result such as climbing Great Wall. This fact makes coherently modeling
the temporal context with tourist preferences important.

The use of context-aware recommendation techniques may solve the problem
of incorporating temporal context to the existing travel recommender system
and building a time-aware recommendation model for predicting the most prop-
er time period for visiting tourism sites. Several studies [1, 2] have taken into
account the influence of contextual information such as the date or time for
context-aware recommendations. The objective of the existing list-wise context-
aware approaches is to find the best model parameters to maximize the mean
average precision (MAP). However, MAP only evaluates the binary relevance
of the recommended item. In practice, the preference of a user on an item is
non-binary and usually evaluated by graded relevance.

To overcome the limitation of the existing context-aware recommendation
approaches, in this paper, we synthesize the influence of personalization and
temporal context on attraction recommendation by Tensor Factorization with a
graded-degree relevance measure as the optimization objective. In particular, we
exploit the nDCG, a cumulative and multilevel measure of ranking quality, as the
objective function for Tensor Factorization to overcome the limitation of binary
relevance measures. A gradient descent algorithm is also proposed to obtain the
local optimal parameters. Moreover, we compare our proposed model with other
existing matrix factorization or tensor factorization approaches on the real-life
data from Flickr.com and the experimental results confirm the effectiveness of
our model.

In summary, the contribution of this study is summarized as follows:

– We identify and bring to awareness the importance of temporal context for
travel destination recommendation, a problem widely existing in the travel
recommender systems.

– We propose the use of Tensor Factorization for temporal context-aware rec-
ommendation and utilize nDCG as the optimization objective for achieving
a better ranking quality.

– We design an algorithm for predicting tourism sites that users may be in-
terested in and the best time period for visiting. The comparative study on
real-life data demonstrates the effectiveness over existing approaches.

The remainder of this paper is organized as follows. Section 2 delivers the
overview of related works. Section 3 proposes the definition of our problem and



the model we chose to present the interactions among travelers, attractions and
temporal contexts. We also present our algorithm in this section. In Section 4,
we introduce the experimental evaluation of our approach. The paper ends with
brief conclusions and some discussion on future works.

2 Related Works

In order to generate appropriate recommendations and ensure the performance
of recommendation systems, researchers have proposed different approaches. In
this section, we present an overview of these works on travel recommendation,
context-aware recommendation and learning to rank.

2.1 Travel Recommendation

With the widely development of mobile device, location-based recommendation
receives more attentions from the academic circle than ever before. A large num-
ber of applications based on GPS positioning, for example, Flickr.com, a website
where user can upload photos with geo-tags and timestamps, have emerged. In
some studies [3–5], the timestamps of tourists uploaded photos are utilized to
generate personal travel timed pathes. Then some models such as undirected
graph and Markov model are adopted to recommend a travel route in given re-
strained conditions such as travel time and budget. Shi et al. [6] integrates the
information of landmark categories to achieve a higher performance than basic
matrix factorization and non-personalized recommendation based on populari-
ty. However, these works do not take the context information into consideration
when generating route or landmark recommendation.

Some studies claim that attractions recommendation is different from tradi-
tional collaborative filtering, such as movie or music recommendation [7, 6]. They
find that almost all the travelers will visit the most popular attractions such as
Forbidden City, Summer Palace when they visit Beijing. Thus, traveling histories
of these attractions cannot precisely indicate their individual preferences. From
another aspect, recommending less famous attractions will bring more assistance
to travelers than well-known sites [6]. This characteristic of travel recommenda-
tion has also been concerned and evaluated in this study.

2.2 Context-aware Recommendation

In [8], Schmidt et al. define the context that describes as a situation or environ-
ment a device or user is in. The intuition of context-aware recommender sys-
tem (CARS) entails that, in some application scenario, user preferences are not
monotonous which might leads to bad performance of context-unaware recom-
mender systems. Based on different stages of integrating the contextual informa-
tion, CARS can be classify as contextual pre-filtering, contextual post-filtering
and contextual modeling [2]. Recently, Tensor Factorization, as a method of con-
textual modeling, arouses the attention of researchers. The effectiveness of this



model has been confirmed by a number of studies [9–11]. In [12], a context-aware
recommender system for mobile application discovery is proposed in this study
to utilize the implicit feedback of personal usage history to form a binary tensor.
In our study, we advocate that binary tensor does not carry the graded degree
of users’ interests. So that we make use of the nDCG, a commonly used perfor-
mance measure in information retrieval to characterize the user interest level on
item.

2.3 Learning To Rank

As this study aims to predict the ranking of unobserved values, our task can
also be viewed as a learning to rank problem. Basically, learning to rank can
be classified into three types: point-wise approach, pair-wise approach and list-
wise approach [13]. Most of the earlier studies focus on point-wise and pairwise
approach, such as pair-wise algorithm for tag recommendation [14]. Recently, the
list-wise method, which aims to minimize a list-wise loss function defined on the
prediction list, usually shows a comparative outperformance to other learning
to rank methods [15]. A tendency of directly optimizing the IR metric such as
MAP, MRR and nDCG, has emerged in latest research on list-wise method [11,
16, 17]. The greatest challenge of learning to rank is that the non-smoothness of
these metrics are not always available [18]. In this study, we present a logistic
function to approximately translate the non-differentiable measures to solve the
non-smoothness problem.

3 Model

3.1 Problem Definition

For the reason of taking the temporal context into account when recommending
attractions to users, we extend the traditional matrix factorization model for
collaborative filtering, which only considers the interaction between users and
attractions, to 3-way tensor factorization model by incorporating the temporal
information as another dimension besides the users and attractions.

Specifically, we denote X ∈ R|U|×|S|×|T | the preferences of users to attrac-
tions in some given contexts, where U is the set of users with |U| = m, S (|S| = n)
the set of all attractions, and T (|T | = l) the set of different temporal contexts.
Each entry of the tensor denoted by Xust indicates the degree of user u ∈ U
interested in attraction s ∈ S under some temporal context t ∈ T . Actually, this
tensor is incomplete and noisy in practice, i.e., only a subset O ⊆ [m]× [n]× [l]
out of the whole m × n × l entries of X is observed, and the other unobserved
entries X[m]×[n]×[l]\O are set to zeros.

Inspired by the family of latent factor model, such as Matrix Factorization
model, we adopt CP model [19] based tensor factorization methods to learn
three f -dimensional latent factor matrixes U ∈ Rm×f , S ∈ Rn×f , and T ∈ Rl×f

to predict the missing values. Then the entire tensor could be fitted to X̃, in



which each entry X̃ust could be predicted through the inner product of the
corresponding latent feature vectors.

X̃ust =

f∑
k=1

UukSskTtk =< Uu, Ss, Tt > (1)

As for the optimization objective function of these latent factors, Least
Square approximations is a traditional and intuitional one, which we use as
a baseline method in the experiment section, that is defined as following:

U∗, S∗, T ∗ = arg min
U,S,T

‖ X − X̃ ‖
2
. (2)

Obviously, this loss function considers the errors for every entry of the whole
tensor in an “equal odds”. But for the information retrieval task, especially for
the recommendation application in this work, we only highlight the precision of a
few at the top of predicted results. E.g., in the Top-K recommendation which we
usually show a few top-ranked items to users, the recommendation performance
of the rendered items is our focus, but others with less significance.

The MAP and nDCG are both rank-position sensitive and list-wise eval-
uation measures, but nDCG reduces the contribution of the recalled items on
the bottom of the returned list with a logarithmic decay factor of the position.
Furthermore, different from MAP only take binary relevance, nDCG can also
accommodate graded, even real valued, relevance judgements.

From this point of view, we formulate our problem as to maximize the nDCG
values of the returned lists for all the users under all contexts. For each user
u ∈ U , since the value of entry X̃ust represents the predicted preference of user
u to attraction s under context t, the higher of this value is, the more possible
the user will visit the attraction. We re-rank the attraction set according to the
fitted fiber X̃u·t of tensor X̃. Then the nDCG value of the reordered list could
be calculated by:

nDCGut = Zut

n∑
i=1

Guit

log (1 + Puit)
(3)

where Puit denotes the position of ith attraction in the reordered list, and Guit =
2Ruit − 1 represent the gain of ith attraction, where Ruit = Xuit. Zut is the
normalized factor related to iDCG. Then, the final nDCG of tensor X can be
computed as follows:

nDCG =
1

ml

m∑
u=1

l∑
t=1

nDCGut (4)

3.2 NDCG Optimization Oriented Tensor Factorization

In this section, we will introduce how to optimize nDCG based Tensor Factoriza-
tion model. Firstly, a surrogate objective function approximating to nDCG mea-
sure is proposed. Secondly, we present the corresponding optimization method.
Finally, we present a Gradient Decent algorithm for inferring model parameters.



Based on Eq. (4), we average the nDCG of all the above mentioned fibers of
the entire tensor. Then, our optimization objective function can be written as

L(U, S, T ) =
1

ml

m∑
u=1

l∑
t=1

Zut

n∑
i=1

2Xuit − 1

log (1 + (1 +
∑n

j=1,j 6=i I(X̃ujt ≥ X̃uit)))
(5)

where

I(X̃ujt ≥ X̃uit) =

{
1, if X̃ujt ≥ X̃uit;
0, else.

(6)

Unfortunately, because of the non-smoothness of above indicator function,
our objective function Eq. (5) is non-differentiable with respect to the variables
U , S and T . Inspired by the work [20], we can smooth Eq. (6) with the logistic
function as follows:

I(X̃ujt ≥ X̃uit) ≈ g(X̃ujt − X̃uit) =
1

1 + e−(X̃ujt−X̃uit)

Furthermore, according to [21], Maximizing Eq. (5) is equivalently minimizing
following reconstructed surrogate objective function:

L′(U, S, T ) =
1

ml

m∑
u=1

l∑
t=1

Zut

n∑
i=1

(2Xuit − 1)

n∑
j=1,j 6=i

g(X̃ujt − X̃uit) (7)

Ignoring the constant factor 1
ml and adding Frobenius norms of U , S, T

to avoid over-fitting, the objective function to be minimized could be finally
rewritten as below:

L′′(U, S, T ) =

m∑
u=1

l∑
t=1

Zut

n∑
i=1

(2Xuit − 1)

n∑
j=1,j 6=i

g(X̃ujt − X̃uit) (8)

+
λ

2
(||U ||2 + ||S||2 + ||T ||2)

Then, we adopt the steepest gradient descent method to minimize the regu-
larized surrogate objective function L′′ and derive the gradients of Eq. (8) w.r.t.
the variables U , S and T respectively as following:

∂L′′

∂Uu

=

l∑
t=1

Zut

n∑
i=1

Guit

n∑
j=1,j 6=i

g′(< Uu, Sj − Si, Tt >)[(Sj − Si) ◦ Tt] + λUu (9)

∂L′′

∂Ss

=

m∑
u=1

l∑
t=1

Zut

n∑
i=1,i6=s

(Guit −Gust)g
′(< Uu, Ss − Si, Tt >)(Uu ◦ Tt) + λSs

(10)

∂L′′

∂Tt

=

m∑
u=1

Zut

n∑
i=1

Guit

n∑
j=1,j 6=i

g′(< Uu, Sj−Si, Tt >)[(Sj−Si)◦Uu] +λTt (11)



where ◦ represents the element-wise product operation. With a randomized start
point and suitable steps, following the negative gradient direction, objective
function L′′ in Eq. (8) must gradually reach a local minimum. Algorithm 1
summarizes this steepest gradient decent based optimization method.

Algorithm 1

Input: tensor X, regularization parameter λ, learning rate η, dimension of latent
factors f , max iterations itmax, convergence parameters εu, εs, εt

Output: Matrix U, S, T
1: Initialize U, S, T with random value
2: for it = 1,it <= itmax,it+ + do
3: for u = 1,u <= m,u+ + do
4: update Uu = Uu − η ∂L′′

∂Uu
according to Eq. (9)

5: end for
6: for s = 1,s <= n,s+ + do
7: update Ss = Ss − η ∂L′′

∂Ss
according to Eq. (10)

8: end for
9: for t = 1,t <= l,t+ + do

10: update Tt = Tt − η ∂L′′
∂Tt

according to Eq. (11)

11: end for
12: if (‖ ∂L′′

∂U
‖≤ εu&& ‖ ∂L′′

∂S
‖≤ εs&& ‖ ∂L′′

∂T
‖≤ εt) then

13: break
14: end if
15: end for
16: return U, S, T ;

4 Experiments

In this section, we present a series of comparative experiments based on real
data collected from Flickr. The results show the outperformance of the proposed
method comparing with other state-of-the-art methods on recommendation.

4.1 Dataset Description

We use the public Flickr API to download 208,452 photos of Beijing, which
are taken by 14,928 users. And we remove those photos without accurate taken
time by judging whether the uploading time is equal or earlier than the taken
time. Then, we use the geo-tags to map photos to attractions by coordinate
matching and set the matching radius is set to 1000 meters. Finally, the left
180,467 effective photos are used to initialize the 3-way tensor, whose degree of
sparseness is 1.822%.

We divide one day into four intervals of morning, afternoon, night and late
night, and use those periods as temporal contexts. As the upload photos contain



Table 1. temporal context

Context Morning Afternoon Night Late night

Period 05 : 00 ∼ 11 : 59 12 : 00 ∼ 17 : 59 18 : 00 ∼ 23 : 59 00 : 00 ∼ 04 : 59

the taken time information, we can split photos into different temporal bins.
Details are shown as Table 1.
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Fig. 1. preliminary statistical analysis of the dataset

We conduct a preliminary analysis on photos distribution of different pe-
riods and different attractions. Fig. 1(a), obviously, reflects the following two
objective and natural facts: (1)very few people travel after the midnight; (2)the
photos taken in daytime by the tourists are obviously more than nighttime, and
afternoon is the prime-time for visiting and taking photos. As Fig. 1(b) demon-
strated, the distribution of attractions apparently takes on a long tail effect and
the popularity of attractions varies widely. The top 5 popular attractions are dis-
tinctly higher than others. This phenomena conforms to the fact that hot and
famous sceneries usually attract more tourists to visit. Based on this consider-
ation, we conduct our experiments in the latter section by gradually removing
those attractions to demonstrate the different characteristics between PopRec
and latent factor models.

In above sections of this paper, we have claimed that the temporal distribu-
tion of visiting attractions varies dramatically. To show this fact, we investigate
the proportion of photos taken at different temporal context for the most 30
famous attractive sites in Beijing. Fig.2 demonstrates that the fraction of up-
loaded photos at a specific time period over the total uploaded photos on this
site is greatly influenced by the temporal contexts. This fact indicates that the
different attractions show greatly diverse temporal property under the four pre-
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Fig. 2. The Temporal Dynamic Characteristics of Attractions

defined contexts. For instance, Capital Museum is closed at night, then the
photos proportion under daytime contexts is sharply dominated. In addition,
because Sanlitun Village is a famous Bar Street in Beijing and Water Cube usu-
ally is decorated with fancy neon lighting at night, both of them are with more
photos at night context except afternoon. This statistical analysis supports our
assumption that the temporal context is an important information for trave rec-
ommendation and it also confirms the motivation and the application potential
of this work.

4.2 Baseline Methods

We conducted a series of comparative experiments with four baseline methods
which are listed below to show the effectiveness of the proposed nDCG opti-
mization oriented tensor factorization (TF-nDCG).

1. PopRec
Popularity based recommendation (PopRec) is an intuitional and effective
approach in tourism domain, since the attractions generally follow a pow-
er law distribution and people usually visit some famous sceneries. So we
assume the attractions with larger number of users visited under the given
temporal contexts are more popular, and recommend the top-k popular un-
visited attractions. We regard this method as a non-personalized approach
to compare with our latent factor based personalized model.

2. Matrix Factorization
In the recommendation research works, matrix factorization (MF ) is a basic
and important benchmark model from the family of latent factor models.
Because it can only handle two dimensional factors, we separate the tensor



into temporal context matrix slices by fixing temporal dimension indices,
then employ the regularized least squares approximation to fit each individ-
ual slice.

3. Tensor Factorization Models

Regularized least square optimization for tensor decomposition as defined in
Eq. (2), is a commonly used method for missing value prediction, which is
essentially point-wise fitting the relevance judgements. In order to perform
more subtle comparison, we feed two types of implicit feedback to these
models, namely binary relevance and numerical relevance (i.e., real valued
graded relevance). For the binary relevance, we set the entry Xust to 0 or 1
depending on whether the user upload photos of the corresponding attraction
and context or not. Correspondingly, we treat the normalized proportion
of photo numbers as numerical relevance. We name these two models TF-
Binary and TF-Numerical respectively.

In this study, we assume that the number of user uploaded photos indi-
cates the degree of preference a user favors some attractive sites. This measure
naturally arose to measure the user preference distribution, thus we take the
proportion of user uploaded photos on a specific site over the total number of
photo uploaded by this user and refer this value as the graded user preferences.

4.3 Experiment Result

Accuracy and Ranking Performance To evaluate the accuracy and ranking
performance, we adopt the P@n and MAP@n as the evaluation metric respec-
tively. We randomly choose 80% observed data of each user to form the training
set, and the remaining 20% are used for evaluation. Note that we set the regu-
larization parameter λ to be 0.01, the learning step η to be 0.01 and the number
of factors d to be 5. The results are shown in Fig. 3.
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Fig. 3. Comparison on MAP@n and P@n



It can be observed that the performance of PopRec is much lower than oth-
er latent factor models based on Tensor Factorization that consider both per-
sonalization and context information. Overall, our TF-nDCG achieves the best
performance in terms of MAP@n and P@n. Moreover, with integrating the nor-
malized photo number, an improvement of 4% in MAP has been attained by
TF-Numerical over TF-Binary. In addition, we notice that the performance of
MF is even worse than PopRec, and TF-nDCG is slightly inferior (1.48%) to
TF-Numerical in MAP@5.

For the characteristic of travel recommendation that travelers usually visit
the most popular attractions regardless of their individual preference, the ob-
served data are mostly concentrated on popular attractions. Past studies [7,
6] discover that travel histories in most famous attractions can not fully reflect
personal preferences. Thus recommending less famous attractions is more impor-
tant than recommending well-known ones. To show this less popular attraction
recommendation capability, we gradually remove the most k famous attractions
when generating the recommendation list of attractions.

Table 2. MAP@5 after removing k most popular attractions

k PopRec MF TF-Binary TF-Numerical TF-nDCG

1 0.1345 0.1433 0.1902 0.2032 0.2141
2 0.1152 0.1305 0.1590 0.1781 0.1942
3 0.1011 0.1188 0.1390 0.1568 0.1864
4 0.0842 0.1146 0.1338 0.1459 0.1801
5 0.0784 0.1034 0.1103 0.1209 0.1698

Table 3. P@5 after removing k most popular attractions

k PopRec MF TF-Binary TF-Numerical TF-nDCG

1 0.0773 0.0697 0.0908 0.0892 0.1065
2 0.0677 0.0634 0.0799 0.0811 0.0997
3 0.0632 0.0599 0.0728 0.0729 0.0948
4 0.0540 0.0579 0.0661 0.0672 0.0898
5 0.0486 0.0529 0.0588 0.0584 0.0829

The details of performance comparison after removing k popular attractions
are described in Table 2 and Table 3. Due to the length limitation, we only
present the comparison by MAP@5 and P@5. It can be observed that, with the
increasing of number k, the performance of MF gradually becomes better than
PopRec, e.g., 31.9% improvement in terms of MAP@5 and 8.85% in terms of
P@5 when k is 5. Meanwhile, TF-nDCG improves the performance of MAP@5
and P@5 by 40.4% and 41.95% respectively over TF-Numeric when k is 5.



Inter-user Diversity It is not enough to merely measure the performance by
accuracy metrics. Other metric, such as diversity, is also important for meeting
user requirements and enhancing user experiences. To illustrate the diversifica-
tion, we evaluate the inter-user diversity of each compared approaches, excluding
the non-personalized method PopRec, with the metric of hamming distance. The
formulation of hamming distance is defined as below.

Hijt = 1− Sij(Lt)

Lt
(12)

where Sij(Lt) represents the number of same attractions between the recom-
mendation list in context t of user i and user j, and Lt represents the length of
the recommendation list.

We denote M the number of pairs of user, and then we can compute the
overall hamming distance with Eq. (13).

Hoverall =

∑T
t=1

∑U
i=1

∑U
j=1,j 6=iHijt

T ×M
(13)

5 10 15 20 25
0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

Top-N

H
am

m
in

g 
D

is
ta

nc
e

 

 

MF
TF-Binary
TF-Numerical
TF-nDCG

Fig. 4. comparison on diversity by hamming distance of top-n list

Fig. 4 illustrates the diversification of TF-nDCG, TF-Binary, TF-Numerical
and MF. It can be seen that our model outperforms other methods in terms
of the inter-user diversity. For all the other compared approaches, the diversity
decreases with the increasing of N , the number of items evaluated in top-N
evaluation.

In this section, we have experimentally shown the superiority of our proposed
model in comparison with other commonly-used factorization techniques, i.e.,
matrix factorization and traditional tensor factorization. In specific, we demon-
strate a concrete example of the temporal distributions of visits for attractive
sites in Beijing and confirms the value of our model. In addition, we evaluate



the performance of TF-nDCG in terms of accuracy, ranking performance, and
diversity in a real-life dataset collected at Flickr.com.

5 Conclusion and Future Work

In this paper, we proposed a novel list-wise approach based on tensor factoriza-
tion and nDCG optimization to improve the performance of time-aware recom-
mendation for attractions. We have also presented the context-aware recommen-
dation model and algorithm to predict the items and their best corresponding
temporal context. The mathematical inference validates the effectiveness of our
model. We have compared our model with other state-of-the-art algorithms and
our method demonstrates a significant improvement over existing context-aware
recommendation algorithms on precision, MAP and diversity.

We have not yet taken the issue of better parameter selection, such as the
choosing of number of latent vectors into account. We plan to include this in our
future work to increase the accuracy of travel recommendations. Moreover, our
future work also includes analyzing the influence of other contextual information
on attractions recommendation such as season and weather and evaluating our
proposed model on other datasets. Moreover, the ranking performance metric
nDCG is used as the objective function for optimization. We can investigate
the feasibility of applying other metric, such as MRR, into our context-aware
recommendation framework.
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